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ABSTRACT

The web has become a vital global platform that binds together almost all daily activities like communication, sharing, and collaboration. Impersonators, phishers, scammers and spammers crop up all the time in Online Social Networks (OSNs), and are even harder to identify. People in the public eyes like politicians, celebrities, sports persons, media persons and other public figures with huge followings are particularly vulnerable to this type of attacks. The main objective in this work is to identify those forged users who harm genuine ones, jeopardize the identity and hence the security and privacy of users. In this paper a framework for the detection of malicious users, non-malicious users and celebrities has been developed by using an attribute set for user classification based on user characteristics. For the purpose of detecting malicious users, non-malicious users and celebrities, a crawler has been developed for Twitter and data of around 22K users have been collected from publicly available information. Data of around 7,500 users have been used for training and testing purpose in Weka for classification of users. 5 classifiers have been used and compared on the basis of performance metrics like precision, recall, F-measure and accuracy. RandomForest outperforms all the classifiers with 99.8% accuracy.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information Systems]: Security and Protection - Unauthorized access (e.g., hacking, phishing)

General Terms

Classifiers, Precision, Recall, F-measure, Accuracy, Followers, Followings, Tweets.
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Online Social Networks (OSNs), Twitter, Malicious users, Non-malicious users, Celebrities.
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1. INTRODUCTION

Online social networks [1] allow users to create an online profile with updated personal and professional information. These networks started in 1997 with the launch of sixdegrees.com [1]. Social networks got popularity with the launch of Facebook in the year 2004 [1]. As per the statistics [2] from DMR (Digital Media Ramblings) till April 2014, Facebook has highest number of registered users (1.28 billion) and Twitter is at second position with 1 billion registered users followed by Google+ (343 million), LinkedIn (238 million) and Orkut (33 million). Increasing popularity of social networks has augmented cyber attacks. Various types of cyber attacks like identity theft attacks [3], social phishing attacks [4], spam attacks [5] and malware attacks [6] Many incidents of such cyber attacks have been reported which compromised confidential and personal information of genuine users. In April 2013 [7], Twitter account belonging to the Associated Press was hacked and used to tweet that there were 2 explosions at the White House and President Barack Obama was injured. With the spread of this news there was a recordable downfall in the share market. And in Feb. 2013 [8] hackers had been able to gain access to around 2,50,000 accounts on Twitter including usernames, email addresses and passwords and in order to make compensation for that Twitter had to reset passwords of all 2,50,000 users.

As per the latest statistics from DMR (Digital Media Ramblings, a site that provides different statistics of social networking sites) [9], number of malicious users in Facebook and Twitter, two most popular social networks have been compared as shown in Table 1.

Table 1. Statistics of Facebook vs Twitter till April 2014

<table>
<thead>
<tr>
<th>Statistics (in millions)</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of registered users</td>
<td>1280</td>
<td>1000</td>
</tr>
<tr>
<td>Fake users</td>
<td>140</td>
<td>20</td>
</tr>
<tr>
<td>Compromised accounts</td>
<td>0.6</td>
<td>-</td>
</tr>
</tbody>
</table>

Increasing reports of cyber attacks in OSNs is attracting security researchers to detect and mitigate threats to the users of OSNs. In this paper, we address the issue of detecting malicious and non-malicious users in Twitter. Twitter has been selected as the target
social networking site because it is the second most popular social networking site and the number of malicious users on it is increasing at a faster pace as depicted in table 1. For the detection purpose, we have crawled a large user data set of around 22k users from Twitter site. Then we created a labeled collection with users manually classified as malicious, non-malicious and celebrities. After that, we studied about the collected user behavior attributes to understand their relative discriminative power in distinguishing between malicious users and the two different types of non-malicious users as genuine ones and celebrities. These attributes have been used for calculating two parameters i.e. user score and tweet score which further classify users into three target categories. Then training and test dataset of around 7000 users has been used to check the feasibility of classification algorithms. Around 5 classification algorithms have been compared using Weka toolbox on the basis of evaluation metrics like precision, recall, accuracy and F-measure. It has been found that Random Forest classification approach is able to correctly identify the majority of the malicious users, misclassifying only a small percentage of legitimate users.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 describes crawling strategy and the test collection built from the crawled dataset. Section 4 describes and evaluates our strategy to detect three categories of users. Finally, section 5 offers conclusions and directions for future work.

2. RELATED WORK

This section is focusing on the existing work that has been done by various researchers for the detection of malicious users. Social network operators exploit authentication process [10] in order to protect their users and to make sure that the registered user is a factual live person. Social networking sites like Facebook offer user privacy settings that allow them to secure their personal data from other users in the network [11], [12]. Additional protection may include protection against hackers, spammers, social bots, identity cloning, phishing, and many other threats. Many commercial and open source products such as Checkpoint’s SocialGuard [13], Websense’s Defensio [14], UnitedParents [15], and RecalimPrivacy [16] offer tools for protection. In recent years, several published academic studies have proposed solutions for different social networking threats.

The domain of this literature review is the techniques that predict whether a given user is malicious or non-malicious. For the detection of spam users in various OSNs a summarized chart of papers [17-30] gone through has been given in table 2. Malicious profiles can be fake. And detection of fake profiles has been done in [31-37]. Fake profiles are the duplicate profiles created by malicious users by using the attributes of legitimate users. These users intend to send malicious messages to the friends of genuine user. Another category of malicious profiles could be compromised profiles. A compromised account [38] is an existing, legitimate account that has been taken over by an attacker by a phishing attack to obtain user’s credentials.

After going through a rich set of studies at our disposal it has been found that researchers have done a significant work for the detection of spam, fake or compromised accounts in various OSNs like Twitter, Facebook, MySpace, LinkedIn etc. User based [33,20,34,37] and content based features [19,38,39] have been used. Any other feature like graphical distance, graph connectivity, Markov clustering method, URL rate, interaction rate, social relations, social activities, graph based features, neighbor based features, automation based features [28,30,22,40,41,23] have also been used.

Based on the literature, it has been found that there is a trade-off between achieved accuracy and dataset used. Few techniques have been able to achieve more than 90% accuracy but those techniques have been validated on small dataset of users with fixed number of malicious and non-malicious users. Technique which could identify all types of malicious users has not been proposed and results produced by the different techniques are identifying whether the user is malicious or not but no technique has been able to identify the extent of any user being malicious.

Through this paper we have made efforts to identify three categories of users malicious, non-malicious and celebrities as explained in next sections.

3. USER DATA COLLECTION

For the purpose of evaluating proposed approach to detect malicious, non-malicious and celebrities in Twitter social network, we need a test collection of users. This collection needs to be pre-classified into three target categories. Since such collection is not publicly available for any of the social networking sites thus following steps have been taken in order to prepare user data collection.

Some terms need to be defined before presenting the steps taken to build test dataset. As per Twitter policy [42] malicious user is the one who follows a large number of users in a short period of time or if his post consists mainly of links or if popular hashtags (#) are used when posting unrelated information or repeatedly posting other user’s tweets as your own. A non-malicious user is the one who is a genuine user and has almost equal number of followers and followings and who tweets moderately. There are users who have huge following count and tweet count, such users are famous personalities like celebrities / media persons or big organizations so we use the term celebrities for such type of users. Next, a subset of these users have been carefully selected and classified which is explained in section 3.2.

3.1 Crawling Twitter

In order to obtain a sample of malicious and non-malicious users, a crawler has been built using Twitter 4j which is an open source Java library for Twitter API [43]. Publicly available dataset has been gathered through Twitter REST API that works by making a request for a specific type of data. Thus details of users such as IDs, screen name, location, friend’s details, follower’s details etc. has been obtained encoded in JSON (Java Script Object Notation). There is a rate limit for calls to API which is limited to 350 requests per hour per host [44]. In order to avoid congestion Twitter has been crawled continuously for 5 weeks with rate limit of 300 requests per hour, gathering a total of 21,492 users with their 20 most recent tweets.

3.2 Building Dataset

In order to build test dataset, collected sample has been parsed to obtain four desired graph based features like number of followers, number of followings, number of tweets and account creation date. Using these four features an analytical model [45] with equations for two parameters user score and tweet score have been used for categorization of users as mentioned below:

User score = \((10/θ)^α(\log (β) + \log (δ))\) \hspace{1cm} (1)

Tweet score=\((10/Ω)^α(\log (α) + \log (Y) +Ψ)\) \hspace{1cm} (2)
where $\Omega = 6.1$, $\Psi= 3.4$, $\Phi= 8.4$

and $\alpha$ = number of tweets / number of months on Twitter
$\beta$ = number of followers / number of followings
$\delta$ = number of followers + number of followings
$\gamma$ = tweet frequency per day

These two scores in the range of 0-10 have been calculated for collected sample of 21,492 users and stored in excel sheets.

In order to classify users as malicious, non-malicious and celebrities or big organizations four groups are defined. Group one consists of users with user score <1 and tweet score <1. This group includes users who follow large number of people than their followers and tweet less, thus forms malicious group. Group two consists of users with user score <1 and tweet score >1. This group includes people who follow large number of people and they also tweet more in order to gain attention of others. Such group also falls under malicious category. Group three consists of users with 1 < user score <5 and 1 < tweet score <5. Such people are non-malicious as they have almost equal number of followers and followings and tweet moderately. Last group four consists of people with user score>=5 and tweet score>=5. Such group follows less number of people than their followers and tweet more, so taken as celebrities or big organizations. After categorization of four user groups, a total of 7434 users’ database has been obtained that is used for training and testing purpose.

4. CLASSIFICATION OF USERS

In this section, feasibility of applying different classification algorithms for the detection of malicious and non-malicious users has been investigated. Learning algorithms learn classification from previously classified data and then acquired knowledge is applied to classify unseen users into desired categories of malicious, non-malicious users and celebrities.

In section 4.1, metrics used to evaluate experimental results have been presented. Section 4.2 is about various classification algorithms used in Weka toolbox. In the classification process users from the test collection are directly classified into malicious, non-malicious and celebrities. Results from classification are presented in section 4.3.

4.1 Evaluation Metrics

The effectiveness of classification techniques has been assessed using the metrics like confusion matrix, recall, precision, F-measure and accuracy. Recall [46, 47] is defined as the ratio of correctly classified users to the number of users in a class. Precision [46, 47] is defined as the ratio of the number of user classified correctly to the total users predicted in a class. Accuracy [46, 47] is defined as the overall correctness. Confusion matrix [46, 47] has been used to explain these metrics. Precision P, recall R and accuracy A of the class malicious is computed as:

$$P= a/(a+d+g),$$

$$R= a/(a+b+c),$$

$$A= a/(a+b+c+d+e+f+g+h+i),$$

F-measure is the harmonic mean between precision and recall and is given as

$$F=2PR/(P+R).$$

4.2 Experimental Setup

Weka toolbox has been used for classification purpose. Around 5 classification algorithms have been used and compared on the basis of evaluation metrics [46, 47] as discussed in section 4.1. From the collected sample of 21,492 users 7434 users have been obtained on the basis of desired parameters of user score and tweet score as mentioned in section 3.2. So out of 7434 users, 5203 (around 70%) have been used for training and remaining 2231 (30%) for testing. Results of running various classification algorithms have been given in section 4.3.

4.3 Results and Analysis

Table 3 shows the results of all 5 classifiers used with their precision, recall, F-measure and accuracy as discussed in section 4.1 also.

Table 3. Evaluation Metrics of 5 classification algorithms

<table>
<thead>
<tr>
<th>SN</th>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BayesNet</td>
<td>99.2</td>
<td>99.2</td>
<td>99.2</td>
<td>96.1</td>
</tr>
<tr>
<td>2</td>
<td>Naïve Bayes</td>
<td>95.5</td>
<td>88.7</td>
<td>90.7</td>
<td>95.8</td>
</tr>
<tr>
<td>3</td>
<td>SMO</td>
<td>85.6</td>
<td>86.8</td>
<td>85.1</td>
<td>81.6</td>
</tr>
<tr>
<td>4</td>
<td>J48</td>
<td>99.7</td>
<td>99.7</td>
<td>99.7</td>
<td>96.0</td>
</tr>
<tr>
<td>5</td>
<td>Random Forest</td>
<td>99.8</td>
<td>99.8</td>
<td>99.8</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Table 3 clearly shows that RandomForest is giving highest accuracy of 99.8% which is not surprising as this classifier can work with imbalanced dataset and in our case training dataset contains unequal number of malicious, non-malicious and celebrities. And SMO classifier has given minimum accuracy of 81.6%. Plots of precision, recall, F-measure and accuracy have been shown in figure 1.

Figure 1. Comparison chart of evaluation metrics of 5 classifiers
5. CONCLUSION AND FUTURE WORK

It can be clearly said that Social Networks have become a target for spammers. The information revealed on an OSN can be exploited by an attacker to embarrass, to blackmail, to impersonate or even to damage the image of profile holder. Cyber attacks cause a serious threat to the security and privacy of social networking users. In this paper the problem of identifying malicious and non-malicious users on one of the most popular social networking site, Twitter has been approached. Crawler has been designed for Twitter site to obtain around 22K user profiles, all their tweets and links of followers and followings. Few user based attributes like followers count, followings count, tweet count, date of creation of account useful to differentiate malicious, non-malicious and celebrities have been analyzed. These features are influenced by Twitter spam policy [42]. Our analysis study is leveraged towards a spammer detection mechanism. Then with an analytical model using all our four selected attributes, two parameters user score and tweet score have been calculated. On the basis of these two parameters a labeled collection of users classified as malicious, non-malicious and celebrities have been prepared. Celebrities are another category of non-malicious users. Thus a total of around 7500 users have been obtained out of which 70% have been used for training and rest 30% have been used as testing dataset. Using classification techniques available in Weka, 5 classification algorithms have been used and compared. Results show that RandomForest classifier giving highest accuracy of 99.8%.

The directions towards which this work can evolve are: we intend to increase and improve our labeled collection on the basis of more effective attributes. Periodical evaluation of the classification methods may be necessary in the future so that retraining mechanisms could be applied. This model is detecting malicious and two types of non-malicious users so there is a requirement to further identify different categories of malicious users like fake or compromised as well.

6. REFERENCES


Table 2. Summary of Work on Detection of Spam Profiles

<table>
<thead>
<tr>
<th>SN</th>
<th>Year</th>
<th>Author</th>
<th>Metrics Used</th>
<th>Methodology</th>
<th>Dataset</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2010</td>
<td>Balasubramian et al. [17]</td>
<td>Retweet, @mentions</td>
<td>PRTSN (Page Rank True Social Network)</td>
<td>Crawled 2,00,000 Twitter Users’ data</td>
<td>In 31 days 181 accounts suspended by Twitter</td>
</tr>
</tbody>
</table>
| 2  | 2010 | Lee et al. [18] | User based | Compared Decorate, SimpleLogistic, FT, LogiBoost, J48, RandomSubSpace, Bagging, LibSVM | Validated on 1000 Twitter users | -Decorate classifier giving highest accuracy - 88.98%  
-Validated on 2 combinations of users  
-Validated on small dataset |
| 3  | 2010 | Benevenuto et al. [19] | User based & Content based | SVM | Validated on 1065 Twitter users | -Accuracy - 87.6% (with user based and content based features)  
-Accuracy - 84.5% (with only user based features) |
| 4  | 2010 | Gee et al. [20] | User based | Compared Naive Bayesian, SVM | Validated on 450 Twitter users with 200 recent tweets | -Accuracy - 89.6%  
-Technical features not used  
-Deployment is possible if accuracy is 99% |
| 5  | 2010 | Wang [21] | User based and Content based | Compared Naive Bayesian, Neural Network, SVM & Decision Tree | Validated on 500 Twitter users with 20 recent tweets | -Naive Bayesian giving highest accuracy - 93.5%  
-Validated on small dataset |
<p>| 6  | 2011 | Song et al. [22] | Distance &amp; connectivity in graph between friends and followers | If distance &gt;4 then spam, and if no connection between friends and followers then 1,48,371 genuine and 308 spam data collected | | - New users sending message to any user will be flagged as spam |</p>
<table>
<thead>
<tr>
<th>No.</th>
<th>Year</th>
<th>Authors</th>
<th>Features/Approach</th>
<th>Validation Details</th>
<th>Limitations/Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2011</td>
<td>Yang et al. [23]</td>
<td>18 features (8-existing &amp; 10 new features introduced)</td>
<td>Compared Random Forest, Decision Tree, Decorate, Naive Bayesian</td>
<td>Validated on two datasets-5000 users and then 3500 users with 40 recent tweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Validated on 2 datasets-5000 users and then 3500 users with 40 recent tweets</td>
<td>-Bayesian giving highest accuracy-88.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Crawled and validated on small dataset</td>
</tr>
<tr>
<td>8</td>
<td>2011</td>
<td>McCord et al. [24]</td>
<td>User based and content based</td>
<td>Compared Random Forest, SVM, Naive Bayesian, K-NN</td>
<td>Validated on 1000 Twitter users with 100 recent tweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Random Forest classifier giving highest accuracy-95.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Unbalanced dataset used</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Validated on small dataset</td>
</tr>
<tr>
<td>9</td>
<td>2012</td>
<td>Ahmed et al. [25]</td>
<td>Graph properties have been used</td>
<td>MCL (Markov Clustering )</td>
<td>Facebook data of 305 users collected</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Good results</td>
</tr>
<tr>
<td>10</td>
<td>2012</td>
<td>Chakraborty et al. [26]</td>
<td>User based, Content based</td>
<td>Compared Random Forest, SVM, Naive Bayesian, Decision Tree</td>
<td>Trained on 5000 Twitter users with 200 recent tweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SVM giving highest accuracy-89%</td>
</tr>
<tr>
<td>11</td>
<td>2013</td>
<td>Amit A. et al. [27]</td>
<td>Introduced 15 new features</td>
<td>Compared Random Forest, Decision Tree, Decorate, Naive Bayesian</td>
<td>Validated on 31,808 Twitter users</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Accuracy-93.6%</td>
</tr>
<tr>
<td>12</td>
<td>2013</td>
<td>Lin et al.[28]</td>
<td>URL rate, interaction rate</td>
<td>J48</td>
<td>Validated on 400 Twitter users</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Precision-86%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Only 2 features used for detection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Validated on small dataset</td>
</tr>
<tr>
<td>13</td>
<td>2013</td>
<td>Yang et al. [29]</td>
<td>18 features-10 new and 8 existing</td>
<td>Compared their approach with 4 existing approaches by Benevento, Wang, Stringhini, K.Lee using RF, DT, Decorate and Bayes Net</td>
<td>20,000 normal and 3060 spam users in Twitter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Accuracy – 89%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Limitations : identified spammers are less, dataset used may be biased,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-new features used are expensive to extract and calculate</td>
</tr>
<tr>
<td>14</td>
<td>2013</td>
<td>Ahmed et al.[30]</td>
<td>Wall posts/tweets, links, friends/followers, mentions, hashtags</td>
<td>Naive Bayes, Jrip, J48</td>
<td>Validated with Facebook-320 profiles, Twitter-305 profiles</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Accuracy with Facebook – 96.4% with Naive Bayes,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Accuracy with Twitter-98.7% with Jrip and Combined dataset 95.7% with J48.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Very very small dataset used for validation</td>
</tr>
</tbody>
</table>