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Abstract In the present era, Internet is a well-developed technology that supports
most of the social media analysis for various businesses such as marketing of a
product, analysis of opinions of different customers, and advertising most of the
brands. This gathered huge popularity among different users with a fresh way of
interaction and sharing the thoughts about the things and materials. Hence, social
media comprises of huge data that categorizes the attributes of Big Data, namely
volume, velocity, and variety. This leads to the research work of this huge data
related to different organizations and enterprise firms. To analyze the demands,
customer’s efficient data mining techniques are required. Nowadays, twitter is the
one among the social networks which is dealing with millions of people posting
millions of tweets. This paper exemplifies the data mining with machine learning
techniques such as TF-TDF and clustering algorithms such as hierarchical clus-
tering, k-means clustering, k-medoid clustering, and consensus clustering along
with their efficiencies.
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1 Introduction

Social medias [1] such as twitter, Facebook, MySpace, LinkedIn, and many more
are being popular in this era of Internet of everything. These microblogging sites are
very advantageous to business firms, service providers, and customers. The service
providers give the opportunity to enterprises to advertise their applications and
products to customers through these sites. The interested customers can easily get
the information about these things. This saves their valuable time. Even multiple
jobs and requirements can also be posted in these sites. These social media has
attracted data scientists to study the relational, social, and behavioral aspects
between social sites and their implications on society. Social network analysis [2]
provides opportunity to understand the interaction between individuals and group of
people and communities of different networks.

Twitter is the microblogging site which is acquiring more and more popularity
and growing faster. The users post their messages as tweets, and hence, per day
millions of tweets are being posted. Users use this site to update what is there in
their mind as status and discuss about the products and services with their relatives
and friends who are staying far. This is an example for real-world scenarios like
reviewing about the electronic goods, clothing, automobiles, movies to be watched,
hotels, and restaurants. This site has become very useful to marketers as they will
easily get to know about the customers’ satisfaction related to their products and
services.

Twitter sentiment analysis [3] is done to analyze the sentiments of users.
Sentiments mean thoughts in positive, negative, or neutral forms. The emotion-rich
data are gathered from twitter. This work includes the analysis of effectiveness of
machine learning techniques on twitter corpus. This dataset is continuous. Dataset
on movie reviews is discrete one. It is simple to implement machine leaning
techniques on discrete datasets compared to continuous datasets. Due to limited
number of characters posting, people end up with short form of words and use
emoticons which give different perspective for word context.

In this paper, we have considered different clustering algorithms and other
machine learning techniques. The organization of paper is as follows: Sect. 2 gives
information about data preprocessing, and Sect. 3 represents experimental results.

2 Data Preprocessing

Since analysis of microblogging sites has got more importance during crises, the
analysis of data is very important. Hence, data preprocessing [4] is very necessary
in data mining. Therefore, the phrase “garbage in and garbage out” is specially
meant for machine learning and data mining processes. During the collection of
huge data, data get jumbled in different impossible forms which give informal
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meaning. These kinds of things are needed to be clarified to produce meaningful
and tactic results from the corpus. It also improves the quality of the data.

The prediction of knowledge during initial phases of data training becomes
difficult when redundant and irrelevant data or noise is present as a part of collected
data. In this paper, the noisy data are referred to URLs and stop words of English
literature. This leads to maximal wastage of time during data preparation and
filtering. Data preparation phase is the second phase of Big Data life cycle which
includes cleaning, normalization, transformation, feature extraction, and selection
of data processing techniques. The final set of the process is the processed data
ready for further actions without any inconsistency. The preprocessing follows:

A. Special characters removal: The emoticons in the text file appear like the set of
special characters. In certain applications or tasks, emoticons are not needed,
and hence, these characters are removed from the datasets.

B. Identifying uppercases: Slang words such as BTW which is meant as “by the
way,” tomorrow as 2MRW, LOL, ROFL have to be either replaced or removed
forever from the datasets.

C. Alphabet lower casing: In the twitter [5] dataset, most of the words are written
in capital letters to highlight those words. For example, instead of writing
“hello,” it could be represented as “HELLO.” Therefore, it is very important
part of the data preparation phase of life cycle. Before removing the cases,
capital letters are identified. In microblogging, even irregular casing exists as
“TwInLkIIngof STARS.”

D. Compression of word: Sometimes, few words are simply exaggerated. For an
instance, happy is exaggerated as “hhhaaappyyyyyy.” This word contains
irrelevant letters which are absolutely not needed. To increase the accuracy, the
identification of the sense of a sentence is essential.

E. Identifying pointers: Pointers refer to usernames and Hash tags. In twitter,
character “@” is being used to point out a particular person in their posts. To
differentiate words, “#” is wused instead of white spaces like
“#Happy#Journey#Ishan.”

F. Synset [6] detection: Synset finding is done on the words such as “create,”
“creation,” “created,” “creating” which are relevant to the word “create.”
Therefore, these words when appear are considered as the word “create,” which
is the base word. This reduces the feature vector size while preserving the
worthy key terms.

G. Link removal: The URLSs that are downloaded as a part of dataset are not useful
for sentiment analysis and applying machine learning [7] techniques. These do
not contribute anything to data mining. Hence, links are considered as garbage.

H. Stop word removal: In any natural language processing tool, the most important
task is identifying the stop words and removing them.

I. Spell checking [8]: Usage of acronyms has become the trend, and in most of the
microblogging sites, the number of characters is limited to 140 words. Hence,
the shortened words have to be modified to the original words with the help of
English dictionary.
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Fig. 1 Data preparation phase

J. Stemming of words: The term stemming is used in identifying the morphology
of structure of given language’s morphemes. It is also used to do information
retrieval for the infected words to their word stems. In R programming,
tm-package is used for stemming of words. For example, “engineer” is the root
or stem word for “engineered,” “engineering,” and “engineers.”

The data preprocessing steps are clearly shown in Fig. 1.

3 Machine Learning Techniques

As twitter data are unstructured data, to make it structured and apply some rules for
further processing, machine learning comes into picture. Data refer to recorded data,
whereas information refers to patterns underlying the data. To obtain the structural
description of the data, the following techniques are used.
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I

ii.

TF-IDF: Its elongated form is term frequency-inverse document frequency.
This is used to check the number of times a word is repeated in a set of data.
Based on the frequency of the word occurred in the different groups, catego-
rization is done for an article. TF refers to how many times the word has
occurred in an article. The term frequency for a word in an article means the
ratio of the word count to the total number of words in the article. IDF describes
the existence of a word in different documents as a common word between the
documents. It is helpful in analyzing the different documents or article based on
a single or multiple common words. For this paper, it is very helpful to analyze
the tweets which share the same information based on the IDF terms.
Clustering: Clustering is the technique used for statistical data analysis. It is
needed in grouping the elements which are more similar to each other com-
pared to other groups. In this paper, two clustering techniques are used.

Hierarchical clustering: To build the hierarchy of a statistical data, hierar-
chical clustering is used. The strategies for this are as follows:

Agglomerative: It follows “bottom up” approach. Each element starts from its
own cluster and pairs with other clusters which share near characters.
Divisive: It follows “top down” approach. In this type, each element starts in
one cluster are splits up as it moves further down the line.

In most of the information retrieval projects, agglomerative algorithms [4] are

used rather than divisive algorithm. To do split and merge, greedy algorithm is
applied. This paper work has used agglomerative algorithm. Metrics refers to the
measurement of distance between the points. Some of the metrics are listed in
Table 1.

A.

Table 1 Metrics for
hierarchical clustering

In this paper, we are dealing with the Manhattan distance between the points.

k-medoid clustering: It is partition-based clustering algorithm. This clustering
algorithm aims to distribute n observations into k clusters, in which each ele-
ment belongs to the cluster of nearest mean. Euclidean distance is used as the
metric. It uses PAM (Partitioning around Medoid) algorithm. PAM is faster
than the exhaustive search because it uses greedy search. This algorithm fol-
lows the following procedure:

Names Formula

lla = bl := /S il(ai —b_D]"

Manhattan distance lla —bl| :==>" |a; — by
i

Euclidean distance

Maximum distance la — b|| =:= max|a; — b;|
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Initialize or randomly select the value of k.

Find association of each data point to its nearest neighboring clusters.
While the cost of configurations of data decreases,

For each medoid (m) data point and non-medoid data point (o),

NS

(i) Swap m and o and recalculate the cost.
(i) In the previous step, if the cost increases, then undo the swap that has
happened in the previous step.

B. Consensus clustering: This clustering type is recommended for huge datasets.
The main advantage of this approach is that these provide a final partition of
data that is comparable to the best existing approaches, yet scale to extremely
large datasets. Consensus clustering combines the advantages of many clus-
tering algorithms.

4 Implantation with Results

Now, the preprocessed data can be used to interpret the results. Word cloud is used
to show the importance of the words. The word cloud is formed from the
term-document matrix. The representation of word cloud is shown in Fig. 2.

Fig. 2 Word cloud
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Fig. 3 Ordering of objects by hierarchical clustering, a with method as complete, b with method
as “ward.D”

The analysis of hierarchical clustering shows that smaller clusters are generated.
It also arranges the objects in certain orders. This is illustrated in Fig. 3.

TF-IDF [5] result gives the plot of number of counts versus terms in the dataset,
as shown in Fig. 4, and Fig. 4b shows the bar plot of top few words which have
occurred frequently.
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Fig. 5 k-medoid clustering clusplot(pam(x = sdata, k = k, diss = diss, metric = "manhattan")

Component 2

-4 2 0 2
Component 1
These two components explain 25.69 % of the point variability.

k-means and fuzzy [9] c-means(c-means centroid) minimize the squared error
criteria and are computationally efficient. These algorithms do not require the user
to specify the parameters.

There is no much difference between k-means and k-medoid clustering algo-
rithms. K-medoid choose data points as centers (medoids). This algorithm is more
robust to noise and outliers compared to k-means algorithm. It minimizes the sum of
dissimilarities instead of sum of squared Euclidean distances. The common real-
ization of k-medoid clustering is Partitioning around Medoid (PAM). The result for
k-medoid algorithm is shown in Fig. 5.

The three disadvantages of these above-mentioned algorithms are as follows:

e Entities must be represented as points in n-dimensional Euclidean space.
e Objects have to be assigned to their respective clusters.
e Clusters must have same coordinates and must be of same shape.

To overcome these disadvantages, consensus clustering is implemented in this
paper. The below graphs show the results of the same in Fig. 6.

The cumulative distribution function for the whole dataset is shown in Fig. 7.

The overall consensus clustering algorithm’s cluster consensus is given in
Fig. 8.

Figure 9 shows scatter plots of confidence and lift with respect to support.
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5 Conclusion

This study has shown that the twitter data analysis with the use of different clus-
tering techniques is beneficial. The same techniques can also be used in companies’
stock market prediction and analysis and wherever Big Data analysis is required. In
the analysis of social media datasets, we have concluded that TF-IDF finds its
necessity in counting the important terms of a document. This analysis on twitter
dataset gives the most efficient algorithm among the different algorithms mentioned
in this work. The results depict that the consistency and efficiency of consensus
clustering were better. K-means and k-medoid (PAM) produced almost same
results. Hierarchical clustering is helpful only for short data, and it fails for large
datasets. Overall, consensus results are satisfying. Hence, consensus clustering
technique is best suited for any large dataset. The plot of consensus CDF graph, the
probability of clustering of continuous data with respect to different clusters,
esteems the accuracy in the clusters formed.
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