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Abstract In this paper, we aim to determine the overall sentiment classification of
Turkish political columns. That is, our goal is to determine whether the whole doc-
ument has positive or negative opinion regardless of its subject. In order to enhance
the performance of the classification, transfer learning is applied from unlabeled
Twitter data to labeled political columns. A variation of self-taught learning has
been proposed, and implemented for the classification. Different machine learning
techniques, including support vector machine, maximum entropy classification, and
Naive-Bayes has been used for the supervised learning phase. In our experiments
we have obtained up to 26 % increase in the accuracy of the classification with the
inclusion of the Twitter data into the sentiment classification of Turkish political
columns using transfer learning.

1 Introduction

Social Media has become a global forum for people to express their subjective
thoughts, opinions, and feelings. People express their opinions about almost any-
thing like products, social events, news etc. People are curious about other peoples
opinions. In the news domain, in general, people are still more interested in the opin-
ions of a special group of experts, namely newspaper columnists rather than ordinary
peoples comments on social media. With the rapid growth of Twitter among people,
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almost all of the columnists and journalists have Twitter accounts and share their
personal opinions informally on Twitter. Therefore, it is possible to analyze colum-
nists’ opinions and feelings both from Twitter data and from their newspaper columns.

In our previous work [16], through several experiments we have shown that it is
possible to obtain better sentiment classification results for Turkish political columns
by providing a list of effective words and increasing the weight of these features
within the model created by using the training data. Besides, one of the difficulties of
the sentiment classification of news data is the lack of tagged data. Since the columns
are not short texts, the annotation task is difficult and expensive. In order to have a
good performance from sentiment classification, large amount of annotated data is
needed.

In order to provide a wide effective words list and overcome the lack of tagged
data problem, in this work, we adapt the shape transfer learning approach, aiming to
extract the knowledge from source tasks to be applied to a target task [1]. In this paper,
features are transferred from Twitter domain to news domain in an unsupervised way.
The idea is to extract important features (such as, unigrams) from columnists’ Twitter
accounts and use them in the training phase of the sentiment classification of political
columns. By using unlabeled data from Twitter domain, the need and the effort to
collect more training data can be reduced and the performance of classifiers can be
increased.

The content of this paper is as follows: In Sect. 2 related works and the literature are
reviwed. In Sect. 3, transfer learning methodology is explained with the details of the
algorithms used and background information is given. In Sect. 4, experimental setup
and the evaluation metrics used are covered, and detailed analyses of the evaluations
are given. Finally, In Sect. 5, the work is concluded.

2 Related Work

In this section, we briefly summarize the related work on sentiment classification
and its applications on the news domain.

In their book, Opinion Mining and Sentiment Analysis Pang and Lee provide a
detailed survey of sentiment analysis from natural language processing (NLP) and
Machine Learning (ML) perspectives [2], and they also describe several application
domains. News is one of them.

Viondhini and Chandrasekaran [17] states that in the text categorization Machine
Learning techniques like naive bayes (NB), support vector machine (SVM) and
maximum entropy(ME) have achieved great success. They also state that other used
ML techniques in the NLP area are: K-nearest neighborhood (KNN), N-gram model.

There are some works on the application of the sentiment analysis to the news
domain with different approaches [10–15]. One of the recent works in this domain
is our recent work on the sentiment analysis of Turkish political columns [16]. As
an initial work on Turkish political domain, sentiment classification techniques are
incorporated into the domain of political news from columns in different Turkish
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news sites. The performances of different machine learning methods are measured
and the problem of sentiment classification in news domain is discussed in detail.

There are lots of sentiment analysis techniques and different areas that these
techniques are applied. Transfer learning and domain adaptation techniques are used
widely in ML [3]. Transfer learning has been applied in many different research
areas containing NLP problems, learning data across domains, image classification
problems etc. [1].

One of the problems that transfer learning and domain adaptation are applied is
sentiment classification. Ave and Gommon conducted an initial study to customize
sentiment classifiers to new domains [4]. Bliter et al. extend structural correspon-
dence learning (SCL) to sentiment classification to investigate domain adaptation
for sentiment classifiers by focusing on online reviews for different types of prod-
ucts [5]. Li et al. outline a novel sentiment transfer mechanism based on constructed
non-negative matrix tri-factorizations of term document matrices in the source and
target domains [3].

In our work, different than the other domain adaptation and transfer learning
methods applied in sentiment classification tasks, we use unlabeled data with unsu-
pervised feature construction, and transferring knowledge from short text (Tweets)
to long text (columns), which is not a common technique applied in transfer learn-
ing. Besides, our work is an initial work for applying transfer learning for sentiment
classification of Turkish texts.

3 Transfer Learning Methodology

3.1 Background

3.1.1 Transfer Learning

Transfer Learning’s main goal is to extract useful knowledge from one or more source
tasks and to transfer the extracted information into a target task where the roles of
source and target tasks are not necessarily the same [1].

In our work, we aim to solve sentiment classification of Turkish political columns
(target task) by extracting and transferring features from unlabeled Twitter data in
an unsupervised way (source task). Source domain is Twitter and contains unlabeled
data; target domain is news and contains labeled data. Notice that source and target
data does not share the class labels. Besides, the generative distribution of the labeled
data is not the same as unlabeled data’s distribution.

Our main motivation is the assumption that even unlabeled Twitter data collected
from columnist’s verified accounts may help us to learn important features in the
politic news domain. By using this assumption, we use transfer learning. This kind
of transfer learning is categorized as self-taught learning which is similar to inductive
transfer learning. Self-taught learning was first proposed by Raina et al [6].
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3.1.2 F-Score for Feature Ranking

In order to measure the importance of a feature for a classifier, we use F-Score (Fisher
score) [8, 9]. F-Score has been chosen, since it is independent of the classifiers, so
that we can use it for 3 different classifiers we use in experiments.

Given the training instances xi , i = 1, 2, 3, . . . , l the F-score of the jth feature is
defined as:

F( j) = (x̄ (+)
j − x̄ j )

2 + (x̄ (−)
j − x̄ j )

2

1
n+−1

∑n+
i=1 (x (+)

i, j − x̄ (+)
j )2 + 1

n−−1

∑n−
i=1 (x (−)

i, j − x̄ (−)
j )2

(1)

where n+ and n− are the number of positive and negative instances in the data set
respectively; x̄ j , x̄+

j and x̄−
j represents the averages of the j th feature of the whole

positive-labeled and negative-labeled instances; x̄+
i, j and x̄−

i, j represent the j th feature
of i th positive and negative instance. Larger F-Score means that the feature has more
importance for the classifier.

3.1.3 TF-IDF Weighting

Term frequency-inverse document frequency measures how important a feature
(word) to a document and it is used as weighting factor in text mining applications.
Variations of tf-idf calculations are available, and in this work we use the following
formulations:

Given a corpus D, a document d and a term t in that document term frequency,
inverse term frequency and tf-idf are calculated by multiplying tf and idf, where tf
is the number of times t occurs in d over total number of terms in d and idf is the
logarithm of number of docs in D divided by number of documents in D that t occurs
in.

3.2 Data Sets

In our experiments we use three different data sets, one from the news domain and
the other two from Twitter domain. Articles from the news domain are collected
via specific crawlers and annotated, we have 400 annotated columns. Tweets from
columnists’ Twitter accounts are collected by using Twitter4J API 1. Search API
used to collect all accessible tweets of the columnists. 123,074 tweets of columnists
are collected. In order to collect random tweets, more than 100,000, Streaming API
is used. The formulation of labeled news data that will be used in the rest of the paper
is as follows:

1 http://twitter4j.org/en/index.html

http://twitter4j.org/en/index.html
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T =
{
(x (1)

l , y(1)), (x (2)
l , y(2)) . . . , (x (m)

l , y(m))
}

A news data is represented as (x ( j)
l , y( j)) where x ( j)

l = ( f1, f2 . . . , fk) is a term
vector of the text and each fk is tf-idf value for features of the sample data and
y( j) ∈ {pos, neg}.

The formulation of unlabeled Twitter data collected from columnist’s Twitter
account U1 and from random Twitter accounts U2 that will be used in the rest of
the paper are: U1 = {

z1
u1, z2

u1 . . . , za
u1

}
and U2 = {

z1
u2, z2

u2 . . . , zb
u2

}
. In U1 and U2,

each za
u1 corresponds to an unlabeled tweet of columnists’ verified Twitter accounts

and each zb
u2 corresponds to an unlabeled tweet of random Twitter accounts and they

contain number of occurrences of each feature within tweet.
In both of the algorithms explained in detail below, by using less frequent and most

frequent features in U2 noisy features are eliminated from U1. Then, by using filtered
U2, a list Lu of sorted features according to their occurrences in the all documents is
generated. Then, the number of occurrences of the features are normalized using the
logx function (best x is chosen after several experiments). Actually the normalized
list Lu contains feature and value pairs. Notice that, after normalization some features
in Lu are eliminated. For the second algorithm described below, by using the labeled
training set T , we calculate F-score of each feature and a list Lv of sorted features
according to their F-scores is generated.

3.3 Algoritms

We propose two different approaches in the unsupervised construction of the trans-
ferred features:

3.3.1 Algorithm-1

Unsupervised feature construction without using the knowledge of the feature rank-
ings within the classifier used. The algorithm used is given below:

Algorithm 1: Unsupervised feature construction without feature rankings
Input: T , U1 and U2
Output: Learned Classifier C for Classification Task
Construct Lu by using U1 and U21

Construct new labeled set T̄ =
{
(x̄ (i)

l , y(i))
}m

i=1
by Lu and T2

Learn a classifier C by applying supervised learning algorithm (SVM, Naive Bayes3
or Maximum Entropy).
return C4
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Without transfer learning tf-idf values for T are as follows:

∀i∀ j
(

x ( j)
l ( f j )

)
=

count
(
(x ( j)

l ( f j ))
)

j
× id f (2)

After applying steps 1 and 2, with transfer learning (we simply increase the term
frequency of transferred features) the tf-idf in T̄ are as follows:

∀i∀ j
(

x ( j)
l ( f j )

)
=

count
(
(x ( j)

l ( f j ))
)

+ logx
(
valueof f j inLu

)

j
× id f (3)

while constructing T̄ only the transferred features of Lu , are included into T̄ .
Namely, features in the target domain that do not appear in Lu are eliminated.

3.3.2 Algorithm-2

Unsupervised feature construction with using the knowledge of feature rankings
within the classifier used. The algorithm is given below:

Algorithm 2: Unsupervised feature construction with feature rankings

Input: T , U1 and U21
Output: Learned Classifier C for Classification Task2

Construct Lu by using U1 and U23
Use T to calculate f-score of each feature and Lv .4
Combine Lu and Lv and have a list Lu+v .5

Transfer knowledge in Lu+v to obtain T̄ =
{
(x̄ (i)

l , y(i))
}m

i=16

Learn a classifier C by applying supervised learning algorithm (SVM, Naive Bayes or7
Maximum Entropy).
return C8

By combining Lu and Lv a third list Lu+v is constructed as follows: Lu+v =
c1Lu + c2 Lv . In order to decide on optimal c1 and c2 values several experiments are
conducted. Different than Algorithm-1, after transferring information the tf-idf in T̄
become as follows:

∀i∀ j
(

x ( j)
l ( f j )

)
=

count
(
(x ( j)

l ( f j ))
)

+ logx
(
valueof f j inLu+v

)

j
× id f (4)

In Algorithm-2 T̄ is constructed by using only the transferred features from Lu+v .
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Table 1 Baseline Results NB ME SVM

Unigram 71.81 75.85 71.12
Unigram+adjective 71.81 75.59 72.95
Unigram+effective words 71.81 76.31 73.70

4 Evaluation

4.1 Experimental Setup

In the experiments, K-fold-cross-validation [7] is conducted by adopting K to be 3.
200 positive and 200 negative news items are used to make a 3-fold-cross-validation
in the data experiments. Two experiments are adopted by using 3 different machine
learning methods: namely NB, ME and SVM.

In order to have a baseline, sentiment classification of news columns are generated
by using unigrams as features without transferring any knowledge from Twitter
domain(for this purpose, we use the values from our previous work [16]). Table 1
shows the baseline results.

Transfer learning, adopted with and without the feature ranking information are
applied to sentiment classification, and the results are compared with the results of
the baseline. To evaluate the performance of the different experiments the following
typical accuracy metric, which is commonly used in text classification, is used:

Accuracy = tp + tn

tp + tn + f p + f n

4.2 Results

In the first set of experiments, unsupervised feature construction for transfer learning
is applied without using the feature ranking knowledge. The amount of transferred
features is from 1 to 100 %. The classifier C is learned by using only transferred
features.

Figure 1 shows the performances of 3 different machine learning methods for
varying amount of transferred features. Notice that these results are for the cases in
which only the transferred features are included. In other words, while transferring
the knowledge, for creating the classifier features, only those which are in the Lu list
are used. Features in the labeled data that are not in Lu are eliminated. In this case
SVM performed better than NB and ME. When compared with the baseline results,
for SVM there is a 5.67 % improvement. For NB there is small change and for ME
there is a 4 % decrease. Therefore, by using only the transferred features without
feature ranking knowledge provides significant information only for SVM.
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Fig. 1 Accuracy values of
classifiers with only trans-
ferred features

Fig. 2 Accuracy values for
f-score of features included
for different values of c1–c2

Fig. 3 Accuracy values for
f-score of features included
for c1 = 0.4 and c2 = 0.6

In the second set of experiments, feature rankings obtained by using F-scores are
used for unsupervised feature construction. In the previous section, the details of
the method used are explained. In Algorithm-2 features are combined as Lu+v =
c1Lu + c2 Lv list. In Fig. 2, accuracy values for experiments are shown by using
different c1 and c2 values. We observe that varying c1 and c2 values do not make
significant changes. Therefore, we took c1 = 0.4 and c2 = 0.6 in the rest of the
experiments.

Figure 3 shows the accuracy values when the amount of features transferred from
constructed list L(u+v) varies. Combining two lists (Lu obtained from unlabeled data
and Lv obtained from F-scores of the features) produces a very good performance
gain. We can see from the Figure that especially transferring 5 % of constructed
L(u+v) list provides very useful information for the classification task for all tech-
niques that we have tried. For NB up to 98.116 % accuracy values are obtained.
Comparing with the baseline results for NB, this corresponds to a 26.306 % perfor-
mance gain. We observe a 19.435 % performance gain with a 93.135 % accuracy
value for ME. Finally, for SVM a 15.43 % performance gain with a 91.74 % accuracy
value is reached. However, if the amount of the transferred features are in 10–25 %
range of list L(u+v) , then the accuracy performance decreases for all techniques,
and after that the results does not change. Roughly, we can say that features that
carry important information for these classifiers are in the first 10 % of transferred
features.
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5 Discussion and Future Work

Although we transfer knowledge from short text to larger text and transfer features
from unlabeled data in an unsupervised way, transfer learning method produced a
very good improvement in the accuracy of the sentiment classification of Turkish
political columns, over 90 %. In terms of relative performances, we see that in SVM,
NB and ME, transferred information improves the performance. It is also observed
that, transferring features that are not in the first 10 % of the transferred features
decreases the performance.

We observe that the amount of transferred features do not make huge differences
after a significant amount (25 %). Besides, in the second set of experiments con-
ducted by using F-score information of the features the best results are obtained
by transferring 1–10 % amount of features. This means that features carrying the
most important information are the ones with higher frequency in the bag-of-words
framework of transferred data.

An important outcome of this study is using feature ranking information (F score)
combined with the unlabeled data turns out to be an effective method for transfer
learning used in sentiment classification.

As future work, transferring from longer texts (different columns) can be analyzed,
and using Transfer Learning in the Sentiment Classification of News Data with
labeled data with Domain Adaptation techniques can be analyzed. Besides, using
feature rankings together with unlabeled data can be adapted to different domains.
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